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Abstract

While Large Vision-Language Models have
been the subject of much recent work, there
is an open question of how to handle halluci-
nations resulting from linguistic priors. While
these models usually correctly identify large
features of images, they often generate irrele-
vant text that is otherwise linguistically prob-
able. Contrastive Decoding is a recent tech-
nique that shows much promise in reducing
over-reliance on such priors, reducing hallu-
cinations and improving performance on lan-
guage tasks. In this paper, we propose an appli-
cation of Contrastive Decoding to multilingual
image captioning. Specifically, we contrast an
expert, which receives both an image and its
caption, with one or two amateurs, which re-
ceive only either the image or the caption. We
find that using only one amateur, the text-only
one, works best. Our results show questionable
improvements in generating English captions
when provided a Chinese caption.

Code: https://github.com/dubai03nsr/multimodal-
contrastive-decoding.

1 Introduction

Large Vision Language Models (LVLMs) have
proven reliable in a variety of multimodal tasks
(Radford et al., 2021; Lu et al., 2019; Zellers et al.,
2021; Chen et al., 2023; Chowdhery et al., 2022).
Multimodal machine translation (MMT), or multi-
lingual image captioning, is a task that has served
as a testbed for models to jointly reason over vi-
sual and textual content (Elliott et al., 2016). The
inputs to the task are an image and a caption for
the image, and the goal is to provide a caption for
the image in another language. Unlike vanilla vi-
sual question answering (VQA) (Agrawal et al.,
2016), where the content unilaterally lies in the im-
age while the text serves merely as a prompt, MMT
involves drawing on the content of both modalities.
Furthermore, a practical motivation of MMT is the
multimodal nature of human interaction, such as
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sending an email with a photo attachment. Indeed,
such multimodal tasks have seen extension into
other modalities, such as audio and video (Harwath
et al., 2018; Wang et al., 2019).

In multimodal tasks like MMT, models can
derive richer representations by jointly condi-
tioning on the modalities than independently
(Bagher Zadeh et al., 2018; Tsai et al., 2019).
Nonetheless, undesirable biases from single-modal
priors may remain present despite joint condition-
ing (Ramakrishnan et al., 2018). Therefore, there
is potential for improvement by filtering out single-
modal biases from the multimodal representation.

Contrastive Decoding (CD). CD is a technique
for improving the performance of models by con-
trasting an “expert model” with a worse-performing
“amateur model” that exhibits some undesirable be-
havior also present in the expert model (Li et al.,
2023). In this paper, we propose contrasting a mul-
timodal model with multiple single-modal models.
That is, our expert model will be a multimodal
model that combines text and image, and our ama-
teur models will be either image-only or text-only.
Since single-modal amateurs condition on incom-
plete information, we hypothesize that contrasting
them against the expert will mitigate single-modal
biases. Investigating the qualitative effects of such
biases is outside the scope of this paper, but we do
believe it is important future work — particularly
measuring the prevalence of hallucinations relative
to the modality.

2 Related Work

CD in Language. The idea of contrasting with
respect to context in text generation has been ex-
plored (He et al., 2019; Li et al., 2016; Waldendorf
et al., 2024; Shi et al., 2023). In the work of Li et al.
(2023), the expert and amateur are frozen models
of different sizes from the same family, and the
amateur conditions on only the last context token
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Figure 1: A captioning task from English to Chinese.
CIDEr compares the generated Chinese text with the
original image to determine the quality of the generated
caption. We also generate tasks by providing XM3600
Chinese captions and requesting the LVLM generate a
caption in English.

rather than the full context. Sennrich et al. (2024)
apply CD to machine translation by giving the am-
ateur model the wrong source text or the wrong
target language.

Multimodal CD. Ramakrishnan et al. (2018) mit-
igate language bias by introducing a question-only
adversary to learn image-dependent encodings and
predictions. We note that this method technically
differs from CD in that it proposes a training proce-
dure rather than a decoding one. Leng et al. (2023)
mitigate object hallucinations by giving the ama-
teur a noisified image. A difference with our work
is that we consider sentence-length generation and
explore employing multiple amateurs. Subsequent
to the beginning of our project, Zhu et al. (2024)
find that using an image-biased model as the expert
and the vanilla multimodal model as the amateur
improves caption quality, corroborating our find-
ings.

3 Method

3.1 Multimodal CD

In our approach to multimodal machine translation
(MMT), the expert model receives the image and
caption, the text amateur receives only the caption,

and the image amateur receives only the image, as
depicted in Figure 3.

Consider a given decoding step. All models con-
dition on the prior generated tokens. Denoting the
models’ respective probability distributions (over
tokens to decode) as pexp, Pixt, Pimg. We define the
CD score distribution as

SCDh = lngeXp - Atxt logptxt - /\img IOg Pimg

)]

for hyperparameters A¢x¢, Aimg. Following Li et al.
(2023), we add a constraint to ensure we only de-
code tokens that the expert considers plausible. De-
noting V as the set of vocabulary tokens, define

Vo = {x S% ’ pexp(x) > Oémea]})(pexp(w)}

for a hyperparameter « € [0, 1]; we use o = 0.1.
We then generate

argmax scp ().
CCEVa

3.2 MiniCPM-V Model

The multilingual vision-language model we use is
MiniCPM-V, a 3B parameter English/Chinese mul-
tilingual model capable of multimodal interactions
in text and images (Hu et al., 2024). Per standard
CD methodology, we freeze the model weights.
Prompts are in Table 2.

4 Experiments

4.1 XM3600 Dataset

We use XM3600 (Thapliyal et al., 2022), a multilin-
gual image captioning dataset consisting of 3,600
images from the Open Images dataset with 1-2
captions per image in each of 36 languages. For
each supported language, there are about 100 im-
ages taken from a region in which the language
is spoken, allowing us to analyze model bias by
evaluating on geographic subsets of the dataset.

The annotation guidelines for XM3600 specify
that each caption be one sentence long and depict
the visual contents of the image. Thus, the image
likely includes a strictly richer set of information
compared to the caption, undermining the premise
that the image and text offer complementary infor-
mation. As compensation, we downsize the images
by 5x5. Images in XM3600 have inconsistent as-
pect ratios, but all contain about the same area of
300,000 pixels, so downsizing yields images of
about 12,000 pixels each.



The evaluation of our model on the dataset is
depicted in Figure 1. We only consider the English
and Chinese captions for this work.

4.2 Evaluation Metrics

The task at hand can be formulated either as text-
assisted image captioning or as image-assisted ma-
chine translation. For each unassisted task, the
conventional metrics differ. We believe that for the
XM3600 dataset we have chosen, image caption-
ing is the more fitting task formulation, because
the annotation guidelines specify to write a cap-
tion that describes the visual contents of the image,
and the captions of different languages are not writ-
ten together or meant to be translations of each
other. Nevertheless, we include a conventional
metric from each task: CIDEr (Vedantam et al.,
2015), a lexical metric, and COMET (Rei et al.,
2020), a model-based metric. Model-based metrics
have the advantage that they capture semantics in a
more nuanced way, but lexical metrics have the ad-
vantage that they scale to many languages without
dependence on language-specific model training
and performance. Indeed, CIDEr is the metric of
choice in the work introducing XM3600 (Thapliyal
et al., 2022).

4.3 Tuning \ixt, Aimg

Figure 2 shows the results of tuning A¢xt, Aimg
(Equation 1) on a subset of XM3600 consisting
of 100 random images. A value of 0 on the x-axis
corresponds to the vanilla multimodal expert model.
When scaling A¢xt, Aimg in step (left), performance
begins similar to the expert but soon drops. We
then try one amateur at a time (center, right) and
find that the text amateur alone with Ay = 0.1
works best. This result is consistent with the find-
ing from Zhu et al. (2024), that it is preferable
to contrast more against language content. Al-
though the trends for en—zh and zh—en swap
when swapping the CIDEr and COMET metrics,
(Atxt> Aimg) = (0.1,0) appears the best overall,
and is what we use for the remaining experiments.

4.4 Main Results

Table 1 shows the results on the full XM3600
(3,600 images) as well as the subsets correspond-
ing to regions where the source or target lan-
guage is spoken (100 images each). Based on the
CIDEr metric, our model improves performance on
zh—en for the whole dataset or the English subset.

However, the COMET metric reveals far less dis-
tinction. Notably, both metrics report a significant
drop with Ay = 0.1 for the en—zh direction on
the Chinese subset.

5 Conclusion

Consistent with related work in machine transla-
tion, using contrastive decoding to improve perfor-
mance vis-a-vis an overreliance on linguistic priors
does improve performance in some circumstances.
This improvement appears specific to the specific
pair of languages and the direction of translation, as
shown by the different behavior between caption-
ing in Chinese when given English versus the in-
verse. Further, where there is an improvement, we
find the improvements to be most significant when
giving a small weight to the contrasted-against am-
ateurs, and that reducing reliance on the text-only
amateur yields larger performance gains than on
the image-only amateur.

6 Future Work

A major limitation of our work is the lack of hu-
man evaluation. As such, we are unable to spec-
ulate qualitatively on why performance improved:
whether this was due to a reduction in linguistic
prior-induced hallucinations or some other factor.
Future work should include human evaluation of
the captions to look for patterns in the improve-
ments, as this could lead to more targeted avenues
of research.

There are several simple alternatives to our
method that we did not try, but could yield good
results as well. For one, we could use a text-only
amateur that was provided double-translated text,
the idea being that the double-translated text would
contain more influence from linguistic priors. Sim-
ilar to Leng et al. (2023), we could also try an ama-
teur which receives an image at a lower resolution
than the expert, still using our method of iterative
decoding rather than a set of short answers.

Another open question is how to best combine
multiple amateurs. Li et al. (2023) only consid-
ers a single amateur, whose log probabilities are
weighted equally to those of the expert. Our work
furthers this by attempting to combine multiple am-
ateurs, but we only explored a small number of
ways to combine them. Another option is to add a
small number of trainable parameters to produce
an input-dependent weighting. Different amateurs
may express different types of biases that are de-
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Figure 2: Tuning A¢xt, Aimg on 100 images.
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region: all region: en region: zh
en—zh | zh—en | en—zh | zh—en | en—zh | zh—en
2 Expert 0.216 0.333 0.272 0.381 0.217 0.410
S| AMxe =0.1] 0.202 0.351 0.239 0.419 0.197 0.392
E Expert 0.656 0.669 0.670 0.667 0.626 0.656
S| Mxt =0.1] 0.660 0.666 0.669 0.663 0.625 0.638

Table 1: Evaluation on XM3600 and geographic subsets.




sirable to reduce in models, and so a good way to
merge them would make CD approaches even more
flexible.

Lastly, we suggest this work should be repeated
in other language pairs. Our inconsistent results
in captioning in Chinese and English suggest that
the behavior of CD approaches may be specific to
language and the direction of translation. Thus, CD
work should strive to be multilingual as it may not
yield performance gains in every language.
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A Detailed Contrastive Decoding
Diagram

What follows is a detailed diagram of the con-
trastive decoding process we use.
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Figure 3: Detailed diagram of the contrastive decoding process, including the expert and both amateur models. For
each generated token, every model receives the previously-generated tokens as input.

Model | Prompt
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Here is the Chinese caption of the image: src_text

2| exp . . . . .
o Describe the image in 1 sentence in English.
j: txt Translate this to English: src_text
N img | Describe the image in 1 sentence.

Table 2: Expert and amateur prompts.



